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1 Overview

This document is a self contained version of Appendix A of Michael Gehm’s Ph.D. Thesis [1].
It attempts to provide many of the important physical properties of bulk and atomic 6Li
that are relevant to atomic cooling and trapping experiments. Parameters that result from
experimental measurement are referenced to their source (either primary or secondary), while
the calculations behind derived quantities are explained and references to detailed treatments
are provided where possible. The content and presentation style of the beginning portions
of this document are heavily inspired by Daniel Steck’s excellent unpublished resources on

133Cs and #3Na [2, 3], while the later half draws on the exposition of scattering presented in
a thesis by Ken O’Hara [4].

2 Copyright and License Information

This work is licensed under the Creative Commons Attribution-NonCommercial-ShareAlike
License. To view a copy of this license, visit

http://creativecommons.org/licenses/by-nc-sa/1.0

or send a letter to Creative Commons, 559 Nathan Abbott Way, Stanford, California 94305,
USA. I ask that anyone who makes modifications to this document by modifying the under-
lying I{TEXsource add their name to the revision history below.

Version Date Changed By Version Info

1.0 Feb. 25, 2003 | Michael Gehm Appendix to thesis
1.1 Sep. 26, 2003 | Michael Gehm | Standalone version, fixed typos

Table 1: Revision history of this document.



Property Symbol Value Ref.
Density (300 K) ) 0.534g - cm ™ [5]
Melting Point Ty 453.69 K [5]
Heat of Fusion Qr 2.99kJ - mol™! 5]
Boiling Point Tp 1615 K 5]
Heat of Vaporization Qv 134.7kJ - mol™t | [5]

Table 2: Fundamental physical properties of bulk lithium.

3 Fundamental Physical Properties

Lithium, in solid form, is the lightest of the metals and presents a silvery-grey appearance.
Like all alkalis, it reacts with water, but not as violently as sodium [5]. The fundamental
physical properties of bulk lithium are listed in Table 2. The concentration on thermody-
namic properties is indicative of the fact that in atomic cooling and trapping experiments,
the bulk element is only used as a consumable for the atomic source. In addition to the nu-
merical data in the table, there is one more important bulk property—vapor pressure. The
atomic number density is directly related to the vapor pressure and is the primary adjustable
parameter for a given atomic-beam or vapor-cell atom source. The vapor pressure of lithium
in the solid and liquid phases is given by [6]

6450.944

logig Py,,, = —54.87864 — ——— — 0.01487480 T + 24.82251 log;, T,
8345.574

logi Py, = 10.34540 — == —0.00008840 T — 0.68106 log;, T

Above, pressure is in Torr (mm Hg) and temperature is in Kelvin. A plot of the vapor
pressure over temperature ranges relevant to our experiment is shown in Figure 1.

Lithium appears naturally in two stable isotopes. “Li with four neutrons, and %Li with
three. Since the two isotopes differ by a single spin-1/2 particle, they exhibit different quan-
tum statistics. “Li is a composite boson, while °Li is a composite fermion. This thesis is
solely concerned with the fermionic isotope. The fundamental physical properties of °Li in
its atomic form are shown in Table 3

4 Optical Properties

Like all alkalis, the optical spectrum of lithium contains a prominent spectroscopic feature,
called the D-line for historical reasons. It is fairly easy to discern that this line consists
of two narrowly separated features, logically named the D; (redmost) and Dy lines. The
physical principles underlying the two components and their, as yet unmentioned, internal
structure will be briefly discussed in the next section. Some basic properties of the D; and
D, transitions in %Li are listed in Table 4 and Table 5, respectively.
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Figure 1: Vapor pressure of °Li. The melting point of °Li occurs at the left axis. The circle
marks the approximate operating point of our atomic source.

Property Symbol Value Ref.
Atomic Number Z 3
Nucleons Z+ N 6
Natural Abundance n 7.6% 5]
Nuclear Lifetime Tn stable 5]
Atomic Mass m 6.0151214u 7]
9.9883414x 107" kg
Total Electronic Spin S 1/2
Total Nuclear Spin 1 1

Table 3: Fundamental physical properties of atomic °Li.



Property Symbol Value Ref.
Wavelength (vacuum) A 670.992421 nm
Wavenumber (vacuum) k/om 14903.298 cm ™! 9]
Frequency v 446.789 634 THz
Lifetime T 27.102 ns 8]
Natural Linewidth r 36.898 x 106571

5.8724 MHz
Atomic Recoil Velocity Urec 9.886 554 cm - sec™!
Recoil Temperature Trec 3.535652 56 uK

Table 4: Optical properties of the D; line of SLi.

The wavenumber, k, wavelength, A, and the frequency, v, in the tables are related by the
expressions
2

k
A

and AV = ¢, (1)
with ¢ the speed of light in vacuum. It is interesting to note that the excited-state lifetimes
for both the D; and Dy lines are identical. This is not typical in the alkalis, however, for 5Li
the difference in the two lifetimes is within the uncertainty of the most precise measurement
to date [8]. The natural linewidth of the the optical transitions is inversely related to the
excited state lifetime,

1
' =

—. 2
- 2)
The recoil velocity is the velocity associated with the momentum of a single resonant photon
absorption or emission. It is easily calculated from

MUrec = Prec = hk. (3)

For atomic cooling and trapping experiments, it is customary to convert many parameters
to temperature units (noting that the resulting values, since they do not represent equilib-
rium energy distributions, are not, strictly speaking, temperatures). The recoil velocity is
converted to a recoil temperature by relating the kinetic and thermal energies:

1
3 V2, = Ky Tree- (4)

This shows that, were it possible for a %Li atom to be perfectly at rest, the absorption or
emission of a single resonant photon will give the atom a speed comparable to atomic speeds
in a gas of °Li at ~ 3.5 uK. Clearly, for an ultracold gas of °Li at Ty, < 1 pk (not unusual
for a degenerate or near-degenerate sample), heating of this magnitude is to be avoided!
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Property Symbol Value Ref.
Wavelength (vacuum) A 670.977 338 nm
Wavenumber (vacuum) k/om 14903.633 cm ™! 9]
Frequency v 446.799677 THz
Lifetime T 27.102 ns 8]
Natural Linewidth r 36.898 x 106571

5.8724 MHz
Atomic Recoil Velocity Urec 9.886 776 cm - sec™!
Recoil Temperature Thee 3.53581152 uK

Table 5: Optical properties of the D, line of SLi.

5 Fine and Hyperfine Structure

SLi has a single, unpaired valence electron. The ground state configuration is 1s? 2s!; while
the excited state configuration is 1s%22p!. The simplest view of the energy levels of Li,
the central-field approrimation, takes only this fact into account, and computes the energy
of the atom assuming that the valence electron is independent, and that the nucleus and
closed electron shell produce a spherically-symmetric electric field. The resulting ground and
excited states are schematically indicated in the leftmost column of Figure 2. The transition
between these two states is responsible for the broad structure of the spectroscopic D-line.
The ground and excited levels are given the spectroscopic notation 225 and 2 2P, respectively.
The two sub-features of the D-line, the D;- and Ds-lines, result from the interaction
between the intrinsic angular momentum (spin) of the valence electron and the angular mo-
mentum of its orbit. This interaction is known, naturally enough, as the spin-orbit coupling,
and the splitting of the D-line into the D- and Ds-lines is the fine structure. Physically, the
fact that there is an energy contribution from the interaction of the two angular momenta
can be understood by considering the gyromagnetic ratios (g-factors). The g-factors describe
the fact that a charged particle with angular momentum naturally gives rise to a magnetic
dipole moment—the g-factor is the constant of proportionality between the the two quan-
tities. So the orbital angular momentum produces a magnetic dipole moment, as does the
electron spin. There is an interaction energy between two dipole moments, however, and

hence a contribution to the Hamiltonian. The interaction can be written as [10]:
Hso = 2m2c2h? | r dr

¢ {Mi’} i.§=f0 18 (5)

where L and S are the orbital angular momentum and spin operators, respectively. ¢ is
the electric potential produced by the nucleus and the inner electrons, and r is the radial
coordinate. In computing the value of this perturbation Hamiltonian, it is convenient to
work in the total electronic angular momentum, J , basis. We define a new operator

A

J=L+S. (6)
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Figure 2: Ground (lower) and first excited (upper) states of SLi in the L, J, and F bases.
The states are also labelled with spectroscopic notation where appropriate. Energy splittings
are not to scale.

The quantum-number J can then take on values in integral steps in the range
IL—-S|<J<(L+59). (7)
We can then make use of the identity
JP=17+5*+2L-8S, (8)

to write the interaction in (5) in terms of the operators jQ, [:2, and 52 which, along with J,
form a complete set of commuting operators.

Let us now apply this knowledge to the ground and excited states of °Li. The ground state
has S = 1/2 and L = 0. This implies a single value for J, namely J = 1/2. The excited state,
however, has S =1/2 and L = 1. There are two possible values for J, J = 1/2,3/2. Thus, the
spin-orbit interaction splits the excited state into two. The state with J = 1/2 is given the
spectroscopic name 2 2P1/2 and the state with J = 3/2 is named 2 2P3/2. The effect of the spin-
orbit interaction is schematically indicated in the middle column of Figure 2. We see now
that the D;-line is the spectroscopic feature that results from 225'1/2 — 22P1/2 transitions
and the Ds-line results from 2 251/2 — 2 2P3/2 transitions. The g-factors for electron spin and
L =1 electron orbit, along with an experimental measurement of the fine-structure splitting,
is given in Table 6.

In the previous section, allusions were made to substructure within the D- and Ds-lines.
This is known as the hyperfine structure, and results from the fact that the atomic nucleus is
not truly spherically symmetric as we have assumed up to this point. Rather than consider
the interaction energy of the valence electron in an asymmetric field from the nucleus, we
consider the equivalent interaction energy of an asymmetric nucleus in the field of the valence



Property Symbol Value Ref.
Electron Spin g-factor Js 2.0023193043737 | [11]
Electron L = 1 Orbital g-factor Jgr 0.999 995 87

2P Fine Structure Splitting AEpg 10.053 044 GHz [12]

Table 6: Electron g-factors and fine-structure splitting for 9Li.

electron. In such a framework, the interaction Hamiltonian is given by [13]:

(9)

where f1 and Q are the nuclear magnetic dipole moment and nuclear electric quadrupole
moment operators respectively. B is the magnetic field operator at the location of the
nucleus, and ¢ is the electric potential at the nucleus. The first term is a magnetic dipole
interaction, and as such, is analogous to the spin-orbit interaction discussed previously. The
second term is an electric quadrupole interaction and only contributes when the valence
electron is in a state that has a non-spherically-symmetric electric field. Of the states we
have considered, the 2251/2 state arises from an orbital state with L = 0. As such, its
angular wavefunction is given by a spherical harmonic Yy, which is spherically symmetric.
Additionally, the 22Py, state transitions to the ground state with only zero or one unit of
transferred angular momentum, and as such can not support a quadrupole interaction with
two units of angular momentum. Only the 22]33/2 can support such a interaction, and as a
result, only it has a non-zero electric quadrupole contribution.

To incorporate this interaction, it becomes convenient to work in the total atomic angular
momentum, F, basis. We define

F=J+1, (10)

where I is the total nuclear angular momentum operator, analogous to J for electrons. The
quantum number F' can take on values in integral steps in the range

J—I|<F<(J+1). (11)

We can then make use of an 1dent1ty analogous to (8) to express the interaction in terms of
F 2. J 2 ,and [ 2 , which, along with o again form a complete set of commuting operators. In

thls new ba81s, the interaction is given by [13]

3 C(C+1)

s rer—n ey
1),

AFEyp = A C+ (12)
where C' = F(F+1)— J(J+1)—I(I +1), and A and B are the magnetic dipole hyperfine
constant and electric quadrupole hyperfine constant, respectively for the F' state of interest.
Experimental measurements of the hyperfine constants of °Li are listed in Table 7.

Applying these concepts to the fine-structure levels, we see that the 225y, level with
J =1/2 and I = 1 (see Table 3) has two possible values of F: F' = 1/2,3/2. The 2%Py,
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Property Symbol Value Ref.
2251/, Magnetic Dipole Constant Ageg,, | 152.1368407MHz | [14]
22Py, Magnetic Dipole Constant Ayop, 17.386 MHz [12]
22 Py, Magnetic Dipole Constant As2p,, -1.155 MHz [14]
22 Py, Electric Quadrupole Constant | Bs2p, ’ -0.10 MHz [14]

Table 7: Hyperfine constants for the 25 and 2P levels of lithium.

state also has possible F-values of F' = 1/2,3/2. The 2 2]33/2 state, however, has the possible
values ' = 1/2 3/ 5/2. This splitting is indicated schematically in the rightmost column of
Figure 2.

At this point, we have essentially described the structure of the ground and 2P excited
states of ®°Li in a region free of external fields. The results are summarized in a level diagram
in Figure 3. In the next section, we address the application of external fields.

6 Interaction With DC Fields

6.1 Magnetic Fields

The tuning of atomic levels in static magnetic field is known as the Zeeman effect. As
we have previously noted, a charged particle with angular momentum is a magnetic dipole.
Any such dipole will have an interaction energy in an applied magnetic field. The interaction
Hamiltonian is quite simple, and is given by

Hy = —‘%B 9. X, B (13)

where the sum is over good angular momentum quantum numbers, and g, and X, are the
g-factor and angular momentum projection operator corresponding to those numbers.

As the B-field increases from zero, the Zeeman interaction is initially small compared to
the hyperfine interaction. Thus, we may treat it as a perturbation to the hyperfine levels we
derived earlier. In this case, F precesses around B, hence F' is still a good quantum number,
and (13) reduces to

AE, = /%BgFmFB. (14)

The g-factor, g, is given by a Landé g-factor expression that combines ¢g; and g;

FF+) =0+ )+ I +1) | F(F+1)+1(+1) = JJ+1)

2F(F +1) ! 2F(F + 1) - (1)

gr = 9J
Values of g; and g; are given in Table 8. In this regime, the energies tune linearly with

B. In alkalis, this region is known as the anomalous Zeeman effect. “Anomalous” because
the spectral lines split into doublets, quadruplets, and sextuplets, rather than triplets as
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F=1/2 -5a32
F = 3/2 - a3
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Figure 3: Level diagram of the ground and 2P excited states of Li. Energy splittings are
not to scale.



Property Symbol Value Ref.
Total Nuclear g-factor gr -0.0004476540 | [14]
97 (22Si,) | 20023010 | [14]
Total Electronic g-factor | g; (22Pi,) 0.666 8 [14]
g7 (22Py,) 1.335 [14]

Table 8: Total nuclear and total electronic g-factors for SLi.

predicted by a semiclassical theory of Lorenz (his theory was developed prior to knowledge
of spin—as such, only atoms with total spin S = 0 exhibit the normal Zeeman effect at low
field).

Eventually, the magnetic energy becomes significant compared to the hyperfine energy.
When this happens, the Zeeman effect can no longer be treated as a perturbation. At this
point, F ceases to be a good description of the system, and F' is no longer a good quantum
number. We are now forced to find eigenstates of the combined interaction Hamiltonian

R . X N oA oA 1 ~ 0%(0
Hint:HB+HHF:%ngX'B_“'B(O)—i_geZQaﬁ ¢<) (16)

This region occurs at very low fields for °Li. The ground and excited states have extremely
small hyperfine splittings compared to other alkalis. As a result, the combined interaction
Hamiltonian must be used for fields as small as a few Gauss. Finding the eigenstates is, of
course, a matter of diagonalizing the Hamiltonian. While this is generally done numerically,
it has been done analytically for the hyperfine ground states of °Li [15]. Expressed in the
|ms mp) basis, the authors find the eigenstates to be

11
12
3
4
15
|6

= sinfy |Y2 0) — cosf, |-1/2 1) (17)
= sinf_|Y/2 — 1) —cosf_|—1/2 0)

= |2 1)

= cosf_|Y2 —1)+sinf_|-1/2 0)

= cosfy |2 0) +sinf, |—1/2 1)

= [12 1)

where the states are numbered in order of increasing energy. In the above, sinfy =
1/\/1+ (Z% + R¥)?2/2, cosOy = /1 —sinby, ZF = (u, + 2p1¢) B/ Agz2g,, +1/2, and R* =
V/ (Z*)? + 2. Also note that m; has been replaced with mg since L = 0 for the ground state.

Numerical results for the 22Sy/,, 22Py,, and 22 Py, states are shown in Figures 4, 5, and
6, respectively. The numerical results for the 2251, state are identical to those obtained
from the analytical results above. The computer code that generated these results can be
found in [1].

As the field strength continues to grow, eventually the hyperfine energy can be neglected
and the eigenstates are those of the Zeeman Hamiltonian. At this point, we can treat the

)
)
)
)
)
)
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Figure 4: Magnetic-field dependence of the 2 251/2 ground state of SLi.
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Figure 5: Magnetic-field dependence of the 22Py, excited state of °Li.
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Figure 6: Magnetic-field dependence of the 22 Py, excited state of °Li.

atoms in a pure product state basis |Jm,)|Im;). Each ket is treated independently with
respect to the Zeeman effect—in other words (13) becomes:

AL, = %(ngJ + grmy)B. (18)

At this point, the states are arranged into spectroscopic triplets (the normal Zeeman effect).
Further, since g; > g, for sufficiently large fields, the nuclear contribution can be neglected,
and the energies are well approximated by

AEZ >~ ﬂ?BngJB‘ (19)

Of course, the numerical treatment of the complete Hamiltonian captures this behavior as
well—note the organization of the levels into triplets in the high-field regions of Figures 4,
5, and 6.

Eventually, the magnetic interaction will become significant with respect to the spin-orbit
interaction. The two energies become comparable at fields on the order of 1 T=10000 G. As a
result, precision calculations must cease using the J-basis for field-strengths in excess of about
500-1000 G. Future experiments in our laboratory will place the atoms in field-strengths as
large as 1200 G. To treat this problem, the atoms are described in the |S mg) |L mp) [I m;)
product basis, and the combined spin-orbit and Zeeman Hamiltonian is diagonalized (the
excited state hyperfine interaction is neglected because of its relatively small contribution).
The results of this calculation for the L=1 excited state are shown in Figure 7.

12



100001—||| ||||||| L ||||||| T 71 T—H
5000
-~
N
I
s
S 0
S
%)
=
>
2
W 5000} _
-1000OL|||I|||I|||I|||I|||l|||||||||—0'
0 200 400 600 800 1000 1200 1400

Magnetic Field (G)

Figure 7: High-field Zeeman splitting of the D; and D, excited states of °Li. The hyperfine
contribution has been neglected in this calculation. The size of the nuclear contribution is
negligible on this scale; as a result, each line is three-fold degenerate.

6.2 Electric Fields

The interaction between an atom and a DC electric field is known as the Stark effect and
is substantially simpler than the Zeeman effect. The interaction is described in the J-basis,
and the interaction energy is given by [16]:

AE,, = —1/2 a(m) & (20)

where a(m) is the static polarizability of the atom in a magnetic sublevel m, and £ is
the electric field strength. By using irreducible tensor operators, it can be shown that the
static polarizability can always be written in terms of a scalar polarizability «g and a tensor
polarizability as [17]:

2
3m* —J(J+1) | (21)

J(2J—1)

Table 9 list the static and tensor polarizabilities for the 2251/2, 22P1/2, and 22P3/2 levels
of °Li. The tensor polarizability is rank 2, and as we saw before, only the 22Py, level can
support such an operator. Hence, only that state has a tensor polarizability.

If we consider the atom in the F-basis, for small enough electric fields, the Stark interac-
tion can be treated as a perturbation on the the hyperfine eigenstates. What is small enough?
Well, if we consider an effect of ~ 5% of the hyperfine energy as where a perturbation stops
being small, then we can write the corresponding electric field strength as:

g2~ 2(0.05) As (22)

max

a(m) = ap + oo
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Property Symbol Value Ref.
2251, Scalar Polarizability | ap (2251,) | 0.0408Hz/(V/cm)? [18]
22 Py, Scalar Polarizability | ag (22Py,) | 0.03156Hz/(V/cm)? | [19]
22 Py, Scalar Polarizability | ag (22Ps,) | 0.03163Hz/(V/cm)? | [19]
22 Py, Tensor Polarizability | as (22Ps,) | 0.000406 Hz/(V/cm)? | [19]

Table 9: D-line polarizabilities of 5Li.

where A is the magnetic dipole hyperfine constant for the appropriate fine structure state
(found in Table 7). From this, we see that in the ground state, a perturbation treatment is
acceptable up to a field strength of approximately 19.5kV /cm! For the states in the 22 P,
and 22 Py, manifolds, we get values of 7.4kV/cm and 1.9kV /cm, respectively.

In this regime, the eigenstates remain eigenstates of the F-basis, and we shift the energies
of the levels according to (20) and (21). If we are interested in field strengths outside this
range, then we must include both the Stark effect (20) and the hyperfine interaction (12) in
our Hamiltonian, and diagonalize the resulting matrix. Eventually, of course, the Stark effect
dominates the hyperfine interaction, and we can work solely with the Stark Hamiltonian.

For realistic experiments, we never have to consider a Hamiltonian that contains the
Stark effect and the spin-orbit interaction. Using an equation analogous to (22) to calculate
the range over which the Stark effect is a perturbation on the fine structure, we find that it
takes fields greater than 170 kV /cm before this becomes an issue.

It is important to note that the predominant result of the Stark effect is an overall
energy shift that is quadratic in the electric field. Only the 22P, state, with a nonzero
tensor polarizability, has a change in the relative splitting of its hyperfine constituents. A
plot of this splitting, with the overall quadratic shift suppressed, is shown in Figure 8. The
computer code that produced these results can be found in [1].

7 Interaction With Near-Resonant Light

7.1 Optical Transition Matrix Elements

The interaction between the internal states of the atom and an external, near-resonant
optical field is quantified through the electric-dipole transition matriz elements. These
matrix elements describe how the internal states of the atom couple to one another via
an electric-dipole (—p - E) interaction with the near-resonant field [20] (magnetic transi-
tions and transitions of higher multipolar order exist, but are substantially weaker than
the electric-dipole transition). If we start in a hyperfine state represented by |(JI)Fmp)
and couple to a state ‘(J/[ /)F /mF/>, then the matrix element for this transition is given
by {(J'I')F'mp| fu [(JI)Fmg), where fu is the electric-dipole operator. We can use the
Wigner-Eckart Theorem [21] to represent this matrix element in terms of a reduced matrix
element that is m-independent. Recognizing that we can write the electric-dipole opera-
tor, fi as an irreducible spherical tensor operator, ji(k,q), with £ = 1 and ¢ = —1,0,1 for

14
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Figure 8: Stark-effect shifts of the 22Ps, level of °Li. An overall shift proportional to £ has
been suppressed.

electric-dipole radiation with o~, 7, and o polarization respectively, we can directly use
the Wigner-Eckart theorem to write [22]:

/

isafunens) = 07 (L)

<(J/I/)F' ,1(1)\ \(JI)F> . (23)

<(J’1’)F’mF,

The reduced matrix element is written with double vertical bars for easy identification. The
factor in parenthesis is known as a Wigner 3-J Symbol [21], and describes the magnetic-
quantum-number-dependence of the matrix element. Most notably, it is identically zero
unless mpy = mp 4+ ¢ and F " = F 4+ 1. Thus, it automatically enforces the appropriate
selection rules.

We can further reduce the expression through the use of angular momentum recou-
pling [21]. Although a transition between two F-states changes F, it does so by changing
J and leaving I unchanged. We can rewrite our reduced matrix element in a manner that
makes the J-changing nature of the transition more apparent [22]:

<(J’1’)F’

pO||(IDF) = b, (~1)7 N RF A DRF 1) x
(£ 15} o)) o

The term in the large braces is a Wigner 6-J Symbol [21]. We can combine (23) and (24) to
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achieve the final result:

(1) Fm |1, 0)| (D Fmp) = 6y, (~)F T4+l JOF S RF +1)

ST AR
<J’ ﬂ(l)‘ ‘J> (25)

It is hard to over-emphasize the importance of (25). A moment of reflection will show that
for the states we have been considering, there are only two possible values of <J / ﬂ(l)‘ ‘J >—
one for the D;-line and one for the D-line! To calculate the transition strength between two
F-levels, one merely has to determine whether the transition belongs to the D;- or Ds-line
and multiply the appropriate reduced matrix element by the prefactors of (25).

But what are the values of the reduced matrix elements? We can make a step towards
answering this question by once again employing angular momentum recoupling. The total
electronic angular momentum J is comprised of the orbital angular momentum L and the
spin S. The electric dipole transition only changes L, so we can explicitly extract this
L-changing nature of the transition. In analogy with (24):

<(L’s’)J’

pO|[(LS)T) = dgg (- RITH DRI+ 1) x
{% ! 5} (L] |£). (26)

Now we have a single reduced matrix element that corresponds to the entire D-line. The
value of this matrix element and of the D, and Dy matrix elements are given in Table 10.
The prefactors in (25) have been tabulated for all transitions in the D;- and Ds-lines. The

results are shown in Tables 11, 12, and 13. The computer code that generated these values
can be found in [1].

7.2 Transition Matrix Element Sum Rules

The tables of transition matrix elements exhibit several interesting sum rules as a result of
the symmetrical nature of the electric dipole operator. These rules can be simply derived
from the mathematical properties of the 3- and 6-J symbols [21].

We begin by considering the sum of the squares of the matrix elements for transitions
from a single magnetic sublevel, mp, in a single level, F', to all magnetic sublevels in a single
level, F', via all possible polarizations:

Ser = 3 (U DF (me -+ 0)|1,0) [ (1) F )|

! ! 2
_ ' J I F ’
— (2F +1){F ! J} ‘<J
Note the result does not depend on mp. Therefore the result is independent of what magnetic

sublevel we start in. The values of S, - reflect the relative strength of transitions between
different F-levels. These values are tabulated in Table 14.

2

2

i)

(27)
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Property Symbol Value Ref.

1.148 x 1072 C-m
D-Line Reduced / R 3.443 x 1078 esu-cm
(L' =1||p(1)||L = 0)

Matrix Element 3.443 Debye
\/§,u0
—2.812x1072* C'm
Li ) _ —18 sary.
D-Line Reduced <J _ 1/2H,&(1)HJ: 1/2> 8.433 x 10~ *° esu-cm

Matrix Element -8.433 Debye
—\/§M0
3.977x107% C:m
_Li ) —18 .
Dy-Line Reduced <J :3/2“/1(1)”J:1/2> 11.925x 10~ *® esu-cm
Matrix Element 11.925 Debye
2 po

Table 10: Reduced matrix elements for °Li.

If we then sum over final F-levels, we derive the rule of primary physical importance:

Z Spp = Z ‘<F/ (mF+Q)ﬂ<17Q)FmF>)2

1 ,
2T +1 ’<‘]

While this rule holds for both absorption and emission, the physical implication is most
important for emission: all excited states in a given line (Dy or Do) have the same transition
strength, and hence decay at the same rate. In fact, we can relate this result to the decay
rate via the Finstein A-Coefficient [23]:

a7 (28)

- = A, .
- J,J
2

A7) (29)

3 1 /
= (7
3meghc? (2J + 1)

In the above, € is the electric permittivity of free space. With this result, we can take exper-
imentally determined decay rates and transition frequencies and compute the fundamental
reduced matrix elements. This is how the values in Table 10 were computed.

7.3 The Photon-Burst Transitions

When we examine the transition matrix elements given in Tables 11, 12, and 13, we discover
an interesting fact: the excited states ’F " =5/ My = :i:5/2> each couple to a single ground
state, namely |F = 3/2 mp = +3/2). When driven by light of the proper polarization (o for
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Table 11: D;-line electric-dipole-transition matrix elements. Results are given in units of
pp1 = (J =1/ ‘ /:L(l)‘ ‘J' =1/2) = —/2p9. The parenthetical terms indicate the polariza-
tion of light required to drive the transition.
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Table 12: Dy-line electric-dipole-transition matrix elements (partl). Results are given in
units of pps = <J =1/2 ‘ ‘,&(1)‘ ‘J' = 3/2> = 2/19. The parenthetical terms indicate the polar-
ization of light required to drive the transition.
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Table 13: Dy-line electric-dipole-transition matrix elements (part 2).

Results are given

in units of ppy, = (J =12 ‘ ‘,&(1)‘ ‘J' =3/2) = 2j9. The parenthetical terms indicate the
polarization of light required to drive the transition.
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Transition Type S | Value
S,y | Y18
D, Absorption (2251, — 22P,,) Sy, 32 4/
Ssjarps |29
Sso,z2 | 5/18
Ssops | Y
D, Emission (22P, — 22S1,) Sy, 32 4o
Ssayjz | %9
Sys.sa |18
Siaap | %9
Sysuys | 3
51/2,5/2 0
Ssa, s | Y72
Ssa,z2 | Y9
Ssa,s2 | /8
Sz | %9
Suyssys | Yoo
Ssys |30
Sspa,a | Y9
55/2, 1/2 0
oo,z | /4

D, Absorption (2251, — 22Py,)

D, Emission (22Psy, — 2251,)

Table 14: Relative Transition Strengths, Sp p, for 6Li. Results are given in units of
"y 2
(T[] 1))
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the (+)-terms and o~ for the (—)-terms) the atom must shuttle back and forth between
these two states. No other internal states are possible. These transitions are known as the
photon-burst, cycling, or closed transitions [20)].

This behavior has a number of important implications. An atom interacting with near-
resonant light on a photon-burst transition acts as a perfect two-level system—dramatically
simplifying the theoretical treatment of the light-matter interaction. Further, the fact that
the atom continually interacts with the light field significantly increases the magnitude of
any interaction effect. There are two important instances of this behavior. First, the atomic
cooling technique known as optical molasses uses repeated absorption-emission cycles to
rapidly decelerate (and hence cool) atoms. For this reason, the photon-burst transition
is also sometimes known as the cooling transition. Second, the photon-burst transition is
maximally efficient at converting an incident probe beam into fluorescence—making this
transition optimal for optical detection.

Because of the importance of the photon-burst transition, it is sometimes used as the
unit of transition strength. To allow easy conversion to this viewpoint, the fundamental
reduced matrix elements in Table 10 are also given in units of ug, the transition strength of
the photon-burst transition.

7.4 Optical Rabi Frequency and Saturation Intensity

For a two-level atom coupled to a near-resonant optical field, we can compute the frequency
at which the interaction coherently drives the atom between the two states. This frequency,
known as the optical Rabi frequency, is given by [20]
blp-E|la
h
/vaaEO
h
where i, is the electric-dipole transition matrix element for states a and b, and Ej is the

electric field strength of the incident optical field. We can write this in terms of laboratory
units as

Q= 4.37 e VI (31)

with © in MHz, u in Debye, and I, the light intensity, in mW /mm?.

When the Rabi frequency is less than the spontaneous decay rate I', (Tables 4 and 5),
the atom is likely to spontaneously decay out of the excited state, rather than being driven
coherently by the applied field. As the intensity of the applied field (and hence the electric
field strength) increases, the Rabi frequency begins to dominate the spontaneous decay rate,
and the atom-light interaction becomes stronger and more coherent. In the limit where the
Q > T, the atom is being driven completely coherently, the atomic population is evenly split
between the ground and excited levels, and increasing the light intensity ceases to affect the
state populations. At this point, the transition is said to be saturated.

If we take the intensity of a light field to be I = (1/2)cegE?, we can define a saturation
intensity, Isq, given by )

"t = @ (32)
4|p - el
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Property Symbol Value Ref.

Representative D; Saturation Intensity | I (D1) | 7.59 mW /cm?
Representative Dy Saturation Intensity | L (D) | 2.54mW /cm?

Table 15: Representative values of I,, for the Dy and D, lines of %Li.

In the above, e is the unit polarization vector of the light field such that E = Eye. With

this definition we find
T (%Y (33)
[sat B F .

Hence, we can say a transition is saturated if I > I,,;. The factor of two is conventional,
and being of order unity, does not materially affect whether a transition is saturated or not.

Note that the saturation intensity in (32) is transition-dependent. In a given line (D,
or Dy) it is customary to report the smallest saturation intensity as a representative value.
These values are tabulated in Table 15. The value for the Dy line is particularly relevant, as
it corresponds to the photon-burst transition.

8 Collisional Properties

The collisional properties of atoms play an important role in many cooling and trapping
experiments. Sometimes this role is a negative one—for example, inelastic collisions between
atoms change the internal state of the atoms, releasing large amounts of energy and perhaps
ejecting one or more atoms from the trap. Other times collisions are harnessed and used by
experimenters, such as in evaporative cooling, where elastic collisions eject hot atoms from
the trap and rethermalize the remaining gas at a lower temperature.

The following sections are intended to provide an overview of the collisional properties
of atoms in general and of °Li in particular. A much more thorough discussion of atomic
collisions in general can be found in a number of standard texts such as [24-26]. A very
detailed discussion of the collisional properties of ultracold °Li in particular can found in an
earlier thesis from this research group [4].

8.1 The Scattering Problem

In an ultracold atomic gas, each atom is localized to a volume on the order of the cube of

the deBroglie wavelength
| 2mh?
AiB = 34
dB mkaa ( )

where m is the atomic mass, k; is the Boltzmann constant, and 7T is the temperature of
the gas. For %Li at a temperature of 1 uK we compute a deBroglie wavelength of 0.712 yum,
which yields a localization volume of 3.61x 107! ym3.
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We can estimate the number of atoms in a given A% volume by computing N = nA3, where
n is the atomic number density for the gas. For most cooling and trapping experiments, this
ranges from 1 x 10%cm™3 to 1 x 10 em™ at the most. For the localization volume given
above, and using a moderate number density (1x 10! cm™) we calculate that, on average,
there is only one atom per ~ 3000 localization volumes. This value is not atypical.

For experiments in this regime, clearly an approach based on binary collisions (involving
only two atoms) is reasonable. In such an approach, we treat the two-atom collision as
the scattering of a single particle (of reduced mass, i) off of an interaction potential. For
SLi-SLi collisions, the interaction potential will be some linear combination of the molecular
singlet and triplet interaction potentials (determining the proper linear combination will be
addressed in a future section).

In the singlet potential, the two atoms approach with their unpaired electronic spins
antiparallel (S = S; + S5 = 0). Considering the symmetry of this state, we see that the
spin wavefunction of the electrons is antisymmetric, requiring the spatial wavefunction to
be symmetric. In such a case, the electrons are not excluded from the region between the
nuclei, and the electrostatic attraction between electrons and nuclei leads to a deep potential
well. In the triplet case, the two spins approach in the parallel configuration (S = 1). Here
the spin wavefunction is symmetric, requiring an antisymmetric spatial wavefunction. As a
result, the electrons spend very little time in the region between nuclei, and the interaction
potential is correspondingly weak.

The singlet and triplet molecular potentials were recreated in [4] from the results of
several experiments that measured the potential in different regions. The potentials are
plotted in Figure 9. The vertical axis is in units of cm~!, while the radial coordinate is given
in Bohr. Note that the singlet potential is significantly deeper than the triplet, as expected.

While the binary collision approach is a useful starting point, it is of course incomplete.
In experiments with degenerate or near degenerate gases, the number of atoms per local-
ization region necessarily approaches or exceeds one (indeed, this is the very definition of
degeneracy). In such cases, and in other extreme situations where the the atomic interactions
are resonantly enhanced, three-body collisions do play an increasingly important role—often
becoming the a limiting process. Such effects are beyond the scope of this chapter, but the
reader is advised to keep their existence in mind.

Strictly speaking, once the interaction potential is known, we have only to solve the full
Schrodinger equation

2
(V2 + k)0, = h—’; V Uy (35)
for solutions of the form
\Ijkz == 6ik-'r + ‘Ilscata (36)

where the first term on the right is a plane wave representing the incoming particle, and
the second term represents the outgoing scattered wavefunction. In fact, such an approach,
while correct, misses an important simplification that we can make for the case ultracold
gases.
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Figure 9: Singlet and Triplet Molecular Potentials of SLi.

8.2 Partial Wave Treatment—The Benefit of Ultracold Gases

When the interaction potential is a central potential (as it is in this case), there is no ¢-
dependence in our solution (taking the z-axis of the spherical coordinate system along the
direction of propagation of the incoming particle). In this case, we can expand both the
incoming and scattered wavefunctions in an angular momentum basis—the coefficients of
this expansion are known as the partial-wave amplitudes. Since a central potential cannot
change angular momentum, the single Schrodinger equation above becomes an infinite sum
of Schrédinger equations, one for each angular momentum component, which are solved sep-
arately. At first glance, this hardly seems an improvement, as we have apparently increased
the complexity of the problem enormously. However, it is the case that at low temperatures,
only a few of the the partial wave amplitudes are distinguishable from zero. A heuristic
explanation of this is provided in [24], as well as almost any other scattering text.

In the case of an ultracold atomic gas, we can go even further. In general, only the lowest-
order term, the s-wave term provides a contribution. This is the power of the partial wave
approach as applied to ultracold gases—we again have a single Schrodinger equation, but
in that we are working with a single angular momentum component, the analysis is greatly
simplified. (At this point, the reader is cautioned that the “only s-wave” approach, much
like the “binary collision” approach above, is only an approximation. It appears that in the
case of ultracold gases with resonantly enhanced interactions, p-wave and higher interactions
may play an important role in the interesting physics that arise.)

The primary physical parameter that we hope to compute with scattering theory is
the total cross section, 0. The total cross section is dimensionally an area (length?) and
physically represents how large of a “target” the atom presents to other atoms. The rates
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at which collisions occur in the gas are determined by the atomic number density, n, the gas
temperature, T', and the collision cross-sections, o.

In the partial wave expansion, the total cross section is a sum of partial cross sections,
or. For indistinguishable particles, the partial wave cross-section for a symmetric spatial

state (even L) is given by
8T )

o = E(QL + 1) sin? 6. (37)
In the above, k is the wavenumber for the incoming particle, and dy, is the partial wave phase
shift—the phase imposed on the partial wave by the existence of the potential. Note that

since sin is bounded by 0 and 1, o, is necessarily positive, and has a maximum value of

max 87-[-

o = ﬁ(ZL +1). (38)

This limit is known as the unitarity limit and occurs when 7, is an odd multiple of 7/2.
In the case where we have only s-wave scattering, the total cross section is the s-wave

partial cross section
8T .
0=01-0= 15 sin? 6. (39)
At this point, the problem of finding the total cross section has been reduced to finding the
s-wave phase shift. While it is possible to compute the wavefunction both with and without
the interaction potential, and compare the two to extract the phase shift, the next section

delineates an approach that is both simpler and more elegant.

8.3 The S-Wave Scattering Length

In the low-energy limit (k — 0), it is possible to show that for a large class of potentials, we
can write tan dy o< k, and hence also sin dy o< k [25]. We can then define the proportionality
constant 0 6o (K)
. SInog
= —lim ———. 40
ok (40)
This constant is known as the s-wave scattering length. When this result is inserted into (39),

we get the low energy result
o = 8ma’. (41)

It is important to note that by taking the low-energy limit, the scattering length depends
only on the interaction potential and not on the incoming wavenumber (which we treat as
zero). Thus we must only compute the scattering lengths for interactions of different pairs
of internal °Li states, and then we have completely characterized the problem.

The scattering length has a simple geometric interpretation. The radial wavefunctions, in
the asymptotic limit, have the low energy form sin(kr + ) ~ sin(kr)+ &y cos(kr) — k(r —a)
as k — 0. This limiting form is a straight line with x-intercept a. The scattering length can
thus be computed by calculating the asymptotic wavefunction, and projecting backwards
to find the x-intercept. The sign of the scattering length indicates the overall effect of the
potential. A negative scattering length indicates a potential which is overall attractive,
which a positive scattering length represents an overall repulsive potential. A schematic of
the geometrical meaning of the scattering length is shown in Figure 10.
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Figure 10: Determination of Scattering Length.
Property Symbol | Value Ref.
Singlet S-Wave Scattering Length g 38.75Bohr | [4,27,28]
Triplet S-Wave Scattering Length ay -2240 Bohr | [4,27,28]

Table 16: Singlet and triplet s-wave scattering lengths of SLi.

8.3.1 Singlet and Triplet Scattering Length

In Section 8.1, it was mentioned that all ®Li-6Li interaction potentials could be described by
a linear combination of the molecular singlet and triplet potentials. As we have seen in the
preceding sections, for ultracold gases, the effect of an interaction potential can be charac-
terized by a single parameter, the s-wave scattering length, a. The combination of these two
facts means all ultracold °Li-°Li interactions can be characterized by a linear combination of
singlet and triplet s-wave scattering lengths. In [4], the values of these scattering lengths are
computed from the most recent measurements of the molecular potentials, and the results
are in good agreement with experiment [27,28]. The values of the scattering lengths are
given in Table 16.

It is worth noting the enormously large and negative triplet scattering length. An ad-
mixture of states that admits even a small amount of the triplet state will have a scattering
length with is both large and negative. These properties are very desirable for studies of
ultracold fermions. This scattering length is the largest in any alkali system, and is why %Li
is so appealing to researchers in the field.

The large triplet scattering length arises from a zero energy resonance in the triplet
molecular potential. As we have seen, for ultracold gases, the incoming kinetic energy is zero
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Figure 11: Phenomenology of a zero-energy resonance.

to a good approximation. It turns out that the molecular triplet potential has a quasi-bound
state lying just above zero. That is, if the triplet potential were even 0.03% deeper, it would
be able to support another bound state. On a heuristic level, this quasi-bound state is able
to “capture” an incoming particle for a short period of time prior to allowing it to scatter
outward. This dramatically increases the effect of the potential, and hence the size of the
scattering length. This state of affairs is depicted in Figure 11.

Mathematically, we can see how this arises by considering (37). It can be shown that
when a potential is at a depth such that a state is transferring from bound to unbound, the
partial wave phase shift is exactly 7/2. Hence the partial wave cross section in (37) becomes

8T

= F? (42)

oL
which diverges in the low-energy (k — 0) limit.

8.3.2 Wavefunction Symmetry and the |1)-|2) Mixture

We begin by considering the symmetry of the wavefunction for an ultracold °Li-°Li collision.
The two-particle wavefunction is a product of three terms: the center-of-mass wavefunction
(describing where in the trap the collision takes place), the spatial wavefunction (describing
the relative position of the atoms), and the spin wavefunction (describing the intrinsic angular
momenta of the atoms). Since °Li is a composite fermion, the overall wavefunction must be
antisymmetric. The center-of-mass wavefunction is clearly symmetric, as switching the two
indistinguishable particles has no effect on that term. As a result, the product of the spatial
and spin wavefunctions must be antisymmetric.

Now as we have seen before, ultracold collisions are dominated by s-wave interactions.
However, s-wave interactions require symmetric spatial wavefunctions. Hence, they also
imply antisymmetric spin wavefunctions. This fact underlies one of the most important
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Figure 12: Ground state hyperfine structure of °Li. The states are numbered |1)-|6) in
order of increasing energy in a magnetic field. The vertical axis is plotted in units of the
magnetic-dipole hyperfine constant for the ground state.

features of ultracold fermionic gases: spin-polarized mixtures are non-interacting. A single
spin state cannot exist in an antisymmetric spin state. Hence, the spatial wavefunction must
be antisymmetric. But antisymmetric spatial wavefunctions can only interact via p-wave
(and higher odd) interactions—which are highly suppressed at ultracold temperatures.

Thus, groups wishing to study an interacting fermi gas of °Li must work with a mizture
of two or more spin states. But which ones? Consider the states shown in Figure 12, which
shows the magnetic-field dependence of the hyperfine ground states. The states are numbered
with what has become standard nomenclature in Li; |1)-|6), in order of increasing energy in
a magnetic field. Further, each state is listed with its z-component of angular momentum.
This is useful, as s-wave collisions conserve the total magnetic quantum number.

For the current and future experiments, our group has chosen to work with a mixture
of states |1) and |2). This mixture has a number of important properties. First, it has the
lowest internal energy of any interacting mixture (a sample purely in the |1) state would not
be interacting for reasons stated above). The low-energy nature of the mixture is important
because many higher-energy mixtures have open inelastic collision channels whereby an atom
can change internal state and release enough energy to eject one or more atoms from the
trap. Mixtures with open inelastic channels tend to destroy themselves. Second, at zero-field,
the |1)-|2) mixture consists of states that are in some sense mirror images of one another—
they differ only in the sign of their magnetic quantum number. This makes the mixture
particularly well-suited for future studies of superfluidity. Third, the states in the mixture
are high-field seeking—that is, when placed in a magnetic gradient, they are drawn to regions
of high field. Such states cannot be trapped in a magnetic trap (magnetic traps can produce
local minima in the magnetic field strength, but local maxima are forbidden). Since we trap
and directly cool in an optical trap, this has no effect on us. Other groups wishing to study
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this mixture, however, must magnetically trap and cool another %Li mixture, then transfer
that mixture to an optical trap, and then finally convert the atoms to a |1)-|2) mixture
in some manner. We believe the relative complexity of these steps gives us a competitive
advantage. There are two, additional, serendipitous features of the |1)-|2) mixture that will
be discussed below.

Having decided on the |1)-|2) mixture, we must determine its collisional properties. In
fact, this has been done in [15], via a complete coupled-channel calculation. The result of
their calculation, a plot of the s-wave scattering length as a function of applied magnetic
field is shown in Figure 13. There are three items of particular importance in this graph.
First, the scattering length appears to be exactly zero at zero applied field. This is not an
artifact of the scale of the plot. The authors claim the value was always zero to within the
precision of their calculation. There is no obvious symmetry argument for why this value
should be zero. We, and the authors, believe it to be an accidental feature of the [1)-]2)
mixture. The other two notable items are the resonances at ~850G and ~1.3T. These
resonances, known as Feshbach resonances [29], result when the incoming particle has the
same energy as a bound state in an energetically closed collision channel. For example,
the |1)-|2) mixture, on solely angular momentum grounds, can convert to |3)-|6) or |4)-|5)
(all have total m=0). However, the internal energy of the |1)-|2) mixture is such that, for
temperatures less than ~10 mK, these channels are not energetically allowed. But molecular
bound states in these channels exist, and for certain magnetic fields, the bound states are
resonant with the incoming particles. A schematic of this process is shown in Figure 14. The
practical result is to allow magnetic tuning of the scattering length in both magnitude and
sign.

These three points of note in the scattering length are the serendipitous features of the
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|1)-|2) mixture mentioned above. The fact that the scattering length is zero at zero applied
field means that the |1)-|2) mizture can be switched from interacting to noninteracting by
simply turning off the applied field. Further, the existence of a Feshbach resonance means
that not only can we explore strongly- and weakly-interacting mixtures (by magnetically-
tuning the magnitude of the scattering length), but that we can also change the sign of of the
interactions, switching from attractive to repulsive, or vice-versa. Thus we have complete
control of not only whether the mixture is interacting or noninteracting, but also over the
type and strength of the interaction. Much of the exciting physics of fermionic gases depends
on the details of the interatomic interaction—working with this mixture means we have the
capability to easily explore all the possible regimes.
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